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Abstract 
    Background: In recent years, hypertension has been one of the most important noncommunicable diseases worldwide. In this context, 
identifying the predictors of this disease can help health policymakers to reduce its burden. This study aimed to identify some of the 
most important influential factors of hypertension and present a model to predict this disease in the data from a large sample cohort 
study. 
   Methods: The data set included 10,138 people from the baseline phase of the Fasa cohort study during 2014 and 2016. The main 
outcome under study was having hypertension in the baseline phase of the study according to self-reports or medical examinations. To 
identify the related factors of hypertension, logistic regression, classification tree, and random forest models were utilized. Statistical 
analyses were performed in R. 
   Results: Among the 10,138 people examined, 2819 (27.8%) had hypertension. In the initial screening, 39 variables were regarded as 
potential indicators of hypertension. After preliminary analysis, 11 variables were recognized as important predictors based on the 
importance index: history of cardiovascular disease, cardiac disease, waist circumference to height ratio, body mass index, sex, 
hypertension in a first-degree relative, weight, fatty liver, cardiac disease in a first-degree relative, diabetes in a first-degree relative, and 
energy intake. The area under the receiving operating characteristic (ROC) curve for predicting hypertension using logistic regression, 
classification tree, and random forest models was about 72.8%, 73%, and 87.6%, respectively. Also, the accuracy of these models was 
65.2%, 67.4% and 77.8%, respectively. 
   Conclusion: In general, our findings showed that machine learning-based approaches, such as random forest models, outperformed 
classical methods, such as logistic regression in predicting hypertension. Regarding the rather high prevalence of hypertension in the 
population under study, there is an urgent need to pay more attention to its indicators for early diagnosis of the patients and reducing the 
burden of this silent disease in our country. 
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↑What is “already known” in this topic: 
The prevalence of hypertension in different parts of the world 
has been investigated by other researchers. Also, some of the 
important predictors affecting this disease have been previously 
reported in different populations. In this context, the 
performance of different discrimination and classification 
methods has been evaluated in the published literature.   
 
→What this article adds: 

The literature review shows limited number of studies on 
hypertension and conflicting results in identifying significant 
predictors of this disease in Iran, especially using more complex 
techniques of machine learning. In the present study, we aimed 
to identify the prevalence and some of the most important 
indicators of hypertension using machine learning methods in a 
large sample population.  
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Introduction 
According to the World Health Organization (WHO) 

report, hypertension is the leading cause of  death world-
wide. About 1.28 billion adults aged 30 to 79 years have 
hypertension, and about two-thirds of them live in low- and 
middle-income countries. A global target related to non-
communicable diseases is to reduce hypertension by 33% 
from 2010 to 2030 (1). Many studies have been conducted 
in Iran to explore the prevalence of hypertension; accord-
ing to reports, its prevalence in Iran is estimated at 31% 
for adult men and 27% for adult women (2). The global 
burden of hypertension is on the rise due to population ag-
ing and the increased prevalence of obesity. Hypertension 
is estimated to affect one-third of the world's population 
by 2025 (3). The impact of hypertension on young people 
could be more severe because there is a possibility of more 
prolonged disability for the rest of their lives (4). Accord-
ing to the American Society of Hypertension (ASH) and 
the International Society of Hypertension (ISH), people 
with a systolic blood pressure of ≥140 mm Hg or a dias-
tolic blood pressure of ≥90 mm Hg have hypertension (5). 

Although hypertension is asymptomatic in most cases 
and there is no specific reason for hypertension in 90% to 
95% of patients (6), various studies have shown that in-
creasing age, genetics, family history, inappropriate life-
style (eg, inactivity and unhealthy diet), and overweight 
are among the principal factors affecting hypertension (1, 
7-10). Other studies have also reported that smoking, ex-
cessive alcohol consumption, diabetes, stress, income 
level, central obesity, waist circumference, increased 
blood sugar, cardiovascular diseases, kidney failure, tri-
glycerides, and blood urea nitrogen also affect hyperten-
sion (7-10). 

Classification plays a key role in medical sciences and 
healthcare because it effectively improves the precision of 
diagnosis and chooses the right treatment (11, 12). Vari-
ous statistical methods are employed for data analysis in 
classification problems. One of the oldest of these meth-
ods is Fisher's method, which does not require the assump-
tion of normal distribution and makes linear combinations 
of predictors such that the populations are differentiated as 
much as possible (13). The model-based methods include 
logistic regression and machine learning models. Logistic 
regression is a generalized linear regression model and is 
a common and classic method for classifying binary out-
comes (eg, sick and healthy) (14). 

Machine learning models that have recently gained pop-
ularity for classification tasks are generally divided into 
supervised and unsupervised learning categories. In su-
pervised learning methods, for example, decision trees, 
support vector machines, k-nearest neighbors, and ran-
dom forests, the classifications are already known, and 
there is a predetermined target variable. However, in un-
supervised learning methods, for example, clustering, 
there is no presupposition about what category or class the 
data belong to, and the algorithm performs classification 
merely based on the nature of the data. Support vector ma-
chine is a supervised learning method used for classifica-

tion or regression. It is effective for solving complex prob-
lems with a high-dimensional feature space. Support vec-
tor machines create classifiers and, thus, maximize the 
margin between 2 sets of data. K-nearest neighbors is a 
supervised learning algorithm; it is nonparametric, that is, 
it does not require data distribution assumption. This algo-
rithm ranks samples based on their proximity to the train-
ing samples in the feature space (15, 16). A classification 
tree is a supervised learning algorithm. Classification 
trees are a popular machine learning algorithm due to their 
ease of understanding and high interpretability, obtained 
by recursive partitioning and fitting a simple prediction 
model in each partition (17). In the 

tree classification tree, 2 branches are formed from each 
root node, creating a binary tree. In this tree, the features 
can be quantitative or categorical. This algorithm is capa-
ble of handling missing data and at each node, it selects a 
variable that maximizes the difference in the distribution 
of the response variable between the 2 resulting subsets. 
Random forest is a nonparametric method belonging to 
the family of ensemble methods that combines several un-
pruned decision trees for prediction. Several bootstrap 
samples of data are involved in constructing the random 
forest, and some input variables are randomly involved in 
building each tree (15, 16). 

Many recent studies have attempted to identify influen-
tial factors and predict hypertension. For example, El-
shawi et al in 2018 evaluated and compared 5 machine 
learning methods: LogitBoost, the Bayesian network clas-
sifier, the artificial neural network, the support vector ma-
chine, and the random tree forest (18). Chang et al in 2019 
utilized 4 machine learning methods—support vector ma-
chine, decision tree, random forest, and extreme gradient 
boosting—to predict hypertension (19). In 2020, Nour 
and Polat employed 4 machine learning methods (C4.5 
decision tree classification, random forest, linear discri-
minant analysis, and linear support vector machine) to de-
tect types of blood pressure based on individual character-
istics and information and compared the results with one 
another (20). Montagna et al, in 2020, adopted 5 machine 
learning models—logistic regression, decision tree, sup-
port vector machine, random forest, and XGBoost—to di-
agnose hypertension (21). Asadullah et al, in 2023, used 4 
machine learning methods—simple Bayes, logistic re-
gression, support vector machine, and random forest—to 
predict hypertension (22). 

Few studies have been conducted on hypertension and 
the determination of its influential factors in Iran. The re-
sults of studies on the identification of important predic-
tors are also contradictory. Therefore, we decided to use 
the data of the Fasa cohort study to determine the influen-
tial factors and check the precision of hypertension pre-
diction by these variables. The goal was to improve plan-
ning for preventing, controlling, and identifying hyperten-
sion in Iran. 
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Methods 
Study Design and Participants 
The Fasa cohort study is a population-based study that 

has been followed up for 15 years. This study was de-
signed to explore the most common risk factors that ex-
pose the residents of the rural area of Sheshdeh (Fasa, Fars 
Province) to non-communicable diseases. The population 
comprised 10138 people between the ages of 35 and 70 
years. This selection of the target population was appro-
priate due to the youth of the population and the fact that 
they had not reached the final stages of non-communica-
ble diseases. In this paper, we used the baseline phase data 
of the Fasa cohort collected from October 2014 to Sep-
tember 2016. All information was gathered from the par-
ticipants using written questionnaires and the study con-
sent was obtained from all of the participants in the cohort 
(23). 

 
Outcome Variable and Predictors 
In this study, the response variable was considered as 

the presence of hypertension. The participants sat on a 
chair after resting for 30 minutes without engaging in any 
physical activity for the measurement of their blood pres-
sure. They refrained from eating, drinking (especially tea 
and coffee), or smoking before the measurement. Since 
proper posture is crucial for accurate blood pressure read-
ings, the participants comfortably sat on a chair without 
bending their bodies or tensing their muscles 5 minutes 
before the measurement, ensuring their feet were placed 
comfortably on the floor. The arm from which blood pres-
sure was taken was positioned comfortably and without 
tension on the table, chair handle, or beside the person. 
The sphygmomanometer was placed on the arm or wrist at 
the level of the heart. If it was positioned above or below 
the level of the heart, blood pressure readings would not 
be accurate. Blood pressure was measured twice from 
each arm, with a 15-minute interval between readings. The 
average of these values was recorded as the systolic and 
diastolic blood pressure (24). When analyzing the data, 
the response variable was defined as a logical combina-
tion obtained from the person's self-reported hypertension 
diagnosis by a doctor or having a systolic blood pressure 
of ≥140 mmHg or a diastolic blood pressure of ≥90 mmHg 
(1). 

According to the literature review, a list of 143 potential 
predictor variables was drawn up. Due to the large num-
ber of potential predictors, the univariate logistic regres-
sion model was used for their initial screening, and the 
variables with a P value of < 0.2 were included in the mul-
tivariate analysis. Finally, 39 predictors were deemed eli-
gible to enter the multivariate analysis. Due to the high 
number of predictor variables, in the next step, 11 varia-
bles were included in the final analysis according to the 
importance index: a history of cardiovascular disease, car-
diac disease, waist circumference to height ratio, body 
mass index (BMI), sex, hypertension in a first-degree rel-
ative, weight, fatty liver, cardiac disease in a first-degree 
relative, diabetes in a first-degree relative, and energy in-
take. 

Statistical Analysis 
First, the logistic regression model was fitted to the 

data, and then the Classification And Regression Tree 
(CART) was applied using the rpart package of R soft-
ware (25). The Ctree classification tree was fitted to the 
data using the partykit package of this software (26). Fi-
nally, the random forest model was fitted to the data. In 
the random forest model, the Gini index and accuracy in-
dex can be used to determine the importance of the varia-
bles. The mean accuracy reduction chart is a method to 
measure the importance of each variable in the model. This 
method expresses how much accuracy is reduced by re-
moving a variable from the model. The greater the value 
of the precision reduction by removing the variable, the 
greater the importance of that variable for classification 
compared to the other variables. A decline in the average 
Gini index is another criterion for assessing the im-
portance of a variable. This index measures how much 
each variable contributes to the homogeneity of nodes and 
leaves in the random forest. When the average value of 
the Gini index reduction is high, the variable is more im-
portant in the random forest model (27). All the analyses 
were performed in R Version 4.2.3. 

 
Results 
A total of 10,138 people participated in this research. 

Seven participants were excluded from the study because 
they did not complete the questionnaire. Moreover, 48 
people were excluded from the statistical analysis because 
they were more than 70 years old. Finally, after removing 
the missing data, 10,039 people were included in the anal-
ysis, including 4494 (45%) men and 5509 (55%) women 
(Figure 1). The mean (standard deviation) age of the par-
ticipants was 48.49 (9.35) years, and the age range was 35 
to 70 years. The mean body mass index (BMI) (±SD) was 
25.67 (4.83) kg/m2 in the range of 13.46 to 55.43. The mean 
(±SD) of systolic and diastolic blood pressure was 111.3 
(18.32) and 74.63 (11.91), respectively. The minimum and 
maximum systolic blood pressure were 51 and 225, while 
the minimum and maximum systolic blood pressure were 
35 and 140, respectively. According to the definition of 

 
Figure 1. Flowchart of the study population 
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hypertension, 2819 (27.8%) people had hypertension. Ta-
ble 1 presents the population's general characteristics ac-
cording to the prevalence of hypertension. 

Next, the logistic regression model was used to identify 
the variables affecting hypertension. Table 2 lists the re-
sults of this modeling for the significant variables. The var-
iables of sex, age, current or previous cardiac disease, fatty 
liver, and a history of hypertension, and diabetes in a first-
degree relative were identified as significant predictors of 
hypertension. The obtained P value in the applied logistic 
regression model was ˂0.001. In addition, the AIC and 
BIC criteria were 10490.9 and 10577.44, respectively. 

In the next stage, classification trees with different algo-
rithms and the random forest model were utilized to inves-

tigate the relationship between the predictors and hyper-
tension. Among the different algorithms used in fitting the 
classification tree, the best results belonged to the Ctree al-
gorithm; thus, the results are reported only for this algo-
rithm. Table 3 presents the results of the predictive power 
indices for the logistic regression model, compared with 
the results of Ctree and random forest fitting. By compar-
ing these indicators, it can be concluded that the random 
forest model had a greater prediction precision than lo-
gistic regression and Ctree. 

Finally, Figure 2 depicts the importance indices for dif-
ferent predictors obtained from the random forest method. 
In the diagram of the average decline in accuracy, varia-
bles history of cardiovascular diseases, BMI, waist cir-
cumference to height ratio, and fasting blood sugar are 

 
Table 1. General Characteristics of the Studied Population According to Hypertension 

Variable Category Hypertension P  Total 
Yes No 

Sex Male 960 ሺ21.4ሻ∗ 3534 (78.6) <0.001 4494 
Female 1854 (33.7) 3655 (66.3)  5509 

      
Age (years) Male 

Female 
49.99 േ 9.63∗∗ 47.21 േ 9.34 <0.001 48.5 േ 9.3651.32 േ 9.42 47.92 േ 8.94  49.2 േ 9.12

      
Energy intake (kcal/day) - 2907.36 േ 1157.27 2950.33 േ 1141.94 0.094 2938.21 േ 1146.1
      
Fasting blood sugar (mg/dL) - 100.01 േ 37.47 89.68 േ 25.16 <0.001 92.6 േ 29.59
      
Body mass index (kg/m2) - 27.43 േ 4.78 24.97 േ 4.67 <0.001 25.66 േ 4.83
      
      
History of cardiac disease Yes 689 ሺ59.3ሻ 472 ሺ40.7ሻ <0.001 1161 

No 2125 ሺ24.0ሻ 6717 ሺ76.0ሻ  8842 
      
Cardiac disease Yes 632 (58.8) 443 (41.2) <0.001 1075 

No 2182 (24.4) 6746 (75.6)  8928 
      
Fatty liver Yes 484 (46.6) 554 (53.4) <0.001 1038 

No 2330 (26.0) 6635 (74.0)  8965 
      
Diabetes in a first-degree relative Yes 

No 
952 (31.1) 
1862 (26.8) 

2110 (68.9) 
5079 (73.2) 

<0.001 3062 
6941   

      
Cardiac disease in a first-degree rela-
tive 

Yes 
No 

1232 (29.1) 
1582 (27.4) 

3004 (70.9) 
4185 (72.6) 

0.073 4236 
5767 

  
      
Hypertension in a first-degree rela-
tive 

Yes 
No 

1751 (33.6) 
1063 (22.2) 

3456 (66.4) 
3733 (77.8) 

<0.001 5207 
4796 

  
*  Number (percentage) 
** Meanേstandard deviation 
 
Table 2. Results of Fitting the Logistic Regression Model to Determine the Factors Related to Hypertension in the Fasa Cohort Study 

Variable Category Odds Ratio 95% confidence interval for the odds ratio 
Sex Male 

Female 
0.54 (0.49,0.59) 

 Reference  
Age - 1.04 (1.04,1.04) 
Cardiac disease Yes 4.41 (3.86,5.04) 
 No Reference  
Fatty liver Yes 2.49 (2.18,2.84) 
 No   
History of cardiac disease Yes 4.61 (4.06,5.25) 
 No Reference  
History of hypertension in a first-degree relative Yes 

No 
1.78 

Reference 
(1.63,1.95) 

  
History of diabetes in a first-degree relative Yes 

No 
1.23 

Reference 
(1.12,1.35) 
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among the most important indicators of hypertension. Ac-
cording to the diagram of the average decline in the Gini 
index, variables such as BMI, fasting blood sugar, and en-
ergy intake are more important than the other variables. 

 
Discussion 
Hypertension is a highly prevalent non-communicable 

disease and a leading cause of mortality worldwide. De-
spite advances in medical science, it remains a significant 
health concern (28). Given the high prevalence of this dis-
ease and its serious complications, the present study was 
designed to explore and identify the related risk factors for 
early diagnosis, and ultimately, prevention and treatment. 

Today, machine learning methods are widely used for 

classification and prediction problems. Classification 
trees are popular due to their ease of understanding and 
high interpretability. In this study, various algorithms of 
classification trees were applied to the data. Due to the 
potential for a slight change in the data to result in signif-
icant changes in model prediction and to mitigate the risk 
of overfitting, the random forest model was chosen as the 
primary analytic approach. After identifying the potential 
predictors and fitting the mentioned models, the random 
forest model emerged as the best predictive model, 
demonstrating superior performance due to better indica-
tors (15, 16). 

The results of our study revealed that more than a quar-

Table 3. Comparison of Hypertension Prediction Precision by Logistic Regression, Ctree, and Random Forest Models 
Model Sensitivity Specificity Accuracy AUC 
Logistic regression 68.4 63.9 65.2 72. 8 
Ctree 63.5 68.8 67.4 73.0 
Random forest 88.9 73.4 77.8 87.6 

 

 
(a) 

 
(b) 
 
Figure 2. Variable importance indices for potential predictors of hypertension; a: mean decrease accuracy, b: mean decrease Gini 
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ter of the studied population had hypertension. A system-
atic review and meta-analysis by Jafari Oori et al in 2019 
in 31 Iranian provinces indicated a 25% prevalence of hy-
pertension (29). Lu et al, in their 2019 study of 11,036 in-
dividuals in Nanjing, China, reported a prevalence of 
18.5% for hypertension in the studied population (30). 
Similarly, Princewel et al's study in the rural population 
of Cameroon also demonstrated that the prevalence of hy-
pertension is 19.8% (31). Furthermore, according to Singh 
et al's study in India, the prevalence of hypertension was 
found to be 32.9% (32). It is noteworthy that published 
studies in this field have reported a wide range of preva-
lence, varying between 11% and 44% for hypertension 
across different parts of the world (33). Apparently, the 
prevalence obtained in the present study also falls within 
this reported range. 

After reviewing the related literature, 143 variables from 
the Fasa cohort study were considered for this investiga-
tion. Subsequently, fitting the classification tree models, 
11 important variables were identified based on their im-
portance index as the most significant indicators of hyper-
tension. These variables include a history of cardiovascu-
lar disease, cardiac disease, waist circumference to height 
ratio, BMI, sex, hypertension in a first-degree relative, fatty 
liver, fasting blood sugar, cardiac disease in a first-degree 
relative, diabetes in a first-degree relative, and energy in-
take. Furthermore, in the logistic regression analysis, sex, 
fatty liver, history of cardiac disease, fasting blood sugar, 
waist circumference to height ratio, diabetes in a first-de-
gree relative, hypertension in a first-degree relative, and 
cardiac disease in a first-degree relative were determined 
to be the significant predictors of hypertension. In the sub-
sequent paragraphs, we will delve into a detailed discus-
sion of these 11 significant variables. 

The present study demonstrated a significant relation-
ship between hypertension and a history of hypertension 
in a first-degree relative, such that the risk of hypertension 
in people who had a history of hypertension in a first-de-
gree relative was significantly higher than those without 
such a familial history. These findings are consistent with 
the results of other studies. For example, a cross-sectional 
study by Ranasinghe et al in 2015 on 5000 people with an 
average age of 46 years in Sri Lanka showed that the pres-
ence of hypertension in at least 1 family member (parent, 
sibling, or grandparent) could significantly increase the 
risk of hypertension in the other family members (34). 
Furthermore, a cross-sectional study by Alkaabi et al in 
2020 on 987 participants revealed that a history of hyper-
tension in the mother can be an influential factor in devel-
oping hypertension (35). A systematic review study by 
Tesfa and Demeke in 2021 showed that people with a fam-
ily history of hypertension are about 4 times more likely 
to develop this disease (36). Note that the WHO has also 
confirmed the effectiveness of genetic factors (10). Ac-
cordingly, the presence of hypertension in a first-degree 
relative is a serious warning for other members of the fam-
ily. 

The present study also found a significant relationship 
between a family history of diabetes and hypertension, 
such that people who had a family history of diabetes had 

a higher likelihood of developing hypertension. A review 
of similar articles shows that their results are often con-
sistent with the findings of our study. Li et al's study on 
684 people in Shanghai, China, found that having a family 
history of diabetes is one of the most important risk factors 
for hypertension (37). Since hypertension and diabetes are 
both aspects of the metabolic syndrome and have similar 
risk factors, they often co-occur. Accordingly, regular 
blood pressure monitoring in people with diabetes can 
lead to timely diagnosis and treatment of the complica-
tions of hypertension. 

Our study also indicated a significant relationship be-
tween sex and hypertension, such that the chance of hyper-
tension was higher in women than in men. Tauhidul Islam 
et al's study on the adult population of Bangladesh showed 
that the prevalence of hypertension was higher in women 
than in men (38). The study by Jafari Oori et al, in 2019, 
conducted in all regions of Iran, also revealed that the prev-
alence of hypertension in women is higher than in men 
(29). However, the results of the present study were con-
trary to Everett and Zajacova's study in 2015; this study 
showed that men have higher blood pressure levels than 
women and a lower level of awareness in this field (39). 
The study by Santosa et al, in 2020, also indicated that the 
prevalence of hypertension in men is higher than in 
women, and they mentioned the effect of self-awareness 
on controlling hypertension (40). Several studies have 
been conducted about sex differences and hypertension, 
reporting that the pathophysiology of hypertension is dif-
ferent between men and women. In women, factors such 
as reproduction and adverse pregnancy outcomes can be 
related to hypertension (41). On the other hand, factors 
such as occupational exposure, smoking, and alcohol con-
sumption in men could affect hypertension in them (42). 
Overall, it seems that the association between sex and hy-
pertension is still controversial and depends on factors 
such as the design of the study, the characteristics of the 
studied population, and the type of statistical analysis. 
These results highlight the importance of conducting 
more research on the relationship between hypertension 
and sex in different populations to correctly identify the 
effective factors separately in men and women. Based on 
the findings of this study, a significant relationship was 
observed between fasting blood sugar and hypertension, 
such that people with higher blood sugar levels had a 
higher risk of developing hypertension. According to a 
study by Liu et al, in 2021, in a rural Chinese population 
with a 15-year follow-up, high blood sugar levels increased 
the risk of hypertension in women. This study also re-
ported no relationship between fasting blood sugar and 
hypertension in men (43). Ahn et al's study on a Korean 
population showed that the risk of hypertension increases 
as blood sugar levels rise (44). Accordingly, high blood 
sugar levels can be another alarm for hypertension. The 
current study also found a relationship between the waist 
circumference to height ratio and hypertension. More pre-
cisely, the chance of developing hypertension was higher 
in people with a waist circumference to height ratio of >0.5 
(45). Choi et al studied 5000 people between the ages of 
40 and 70 years. They found that people who had a higher 
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waist circumference to height ratio were 4.5 times more 
at risk of developing hypertension than others (46). A 
2020 study by Kawamoto et al also showed that waist cir-
cumference to height ratio was a better predictor of hyper-
tension than BMI. According to this study, people who 
have a higher waist circumference to height ratio are more 
prone to hypertension (47). Therefore, it seems that with 
a rise in the waist circumference to height ratio (as a 
marker for obesity), the chance of developing hyperten-
sion significantly increases. 

A relationship between BMI and hypertension was also 
found in the current study; with raising BMI, the chance 
of developing hypertension also increased. Taleb et al, in 
2020, conducted a cross-sectional study on 785 adults. 
They concluded that the prevalence of hypertension in 
obese people was higher than in overweight and normal-
weight people (48). A study by Hossain et al, in 2019 in 
Bangladesh, India, and Nepal also showed that reducing 
the BMI in the studied populations can help decrease the 
burden of hypertension (49). Li et al examined 684 people 
and found that the risk of hypertension increases with rais-
ing the BMI (50). Pang et al also conducted a cross-sec-
tional study of 45,925 people. They conclude that hyper-
tension increases with a rise in BMI in men and women 
of all age groups (51). Colin Bell et al conducted a cross-
sectional study of people in China, the Philippines, and 
the United States. They showed that ethnic differences can 
be associated with the strength of the relationship between 
BMI and hypertension (52). Landi et al also examined 
7907 adults in Italy and found that the association between 
BMI and systolic and diastolic blood pressure was signif-
icant, such that the average systolic and diastolic blood 
pressure increased with an elevation in BMI (53). There-
fore, increasing body mass index is effective in hyperten-
sion. 

As another finding of this study, a significant relation-
ship was found between the history of cardiac disease and 
hypertension, such that the risk of developing hypertension 
was significantly higher in people who had cardiac disease 
or a history of cardiac disease. Mancia reported a strong re-
lationship between blood pressure and cardiac disease, 
such that lowering blood pressure was effective in improv-
ing cardiovascular disease (54). The study by Fuchs and 
Whelton in 2020 also showed that controlling hyperten-
sion at younger ages will alleviate the consequences of 
cardiovascular disease at older ages (55). Therefore, there 
is undoubtedly a significant relationship between hyper-
tension and cardiac disease, but the nature of this associa-
tion and the cause-effect relationship are highly depend-
ent on the type of disease or outcome being studied. 

According to our findings, there was a significant rela-
tionship between fatty liver disease and hypertension, 
such that the presence of fatty liver disease increased the 
risk of developing hypertension. In 2022, Li et al's study 
examined the relationship between fatty liver and hyper-
tension. They showed that fatty liver disease is signifi-
cantly associated with a rise in the incidence of hyperten-
sion (56). A study by Michilot et al in 2023 on 234 people 
found that the prevalence of hypertension is significantly 

higher in patients with fatty liver (57). Consequently, it 
seems that fatty liver disease can increase the risk of hy-
pertension. 

The current study employed logistic regression, classi-
fication trees, and random forest models. The random for-
est model was recognized as the best model for prediction 
because it could correctly predict almost 9 out of 10 peo-
ple. In addition to classical models, other papers used ma-
chine learning-based models. For instance, Merajul Islam 
et al in 2023 utilized 4 models (logistic regression, neural 
network, random forest, and extreme gradient boosting) 
to predict hypertension; extreme gradient boosting was 
recognized as the best model for prediction, with a preci-
sion of 88.8% (58). Liu et al, in 2020, also used support 
vector machine, decision trees, random forest, and ex-
treme gradient boosting models, and extreme gradient 
boosting was identified as the best model with a precision 
of 84.9% (59). In 2005, Ture et al compared 3 decision 
tree models, 4 statistical algorithmic models, and 2 neural 
network models, all of which investigated the risk of hy-
pertension. Based on the analysis of sensitivity and speci-
ficity, the neural network model was identified as the best 
model (60). Nour and Polat in 2020 adopted the C4.5 de-
cision tree, random forest, linear discriminant analysis 
(LDA), and linear support vector machine models; the de-
cision tree and random forest were recognized as the best 
models for hypertension classification with a 99.5 preci-
sion (20). Asadullah et al, in 2013, used logistic regres-
sion, simple Bayes, support vector machine, and random 
forest methods to predict hypertension (22). In addition, 
Montagna et al, in 2023, used the logistic regression 
model, decision tree, random forest, support vector ma-
chine, and XGBoost. The logistic regression model had a 
sensitivity of 0.66, specificity of 0.63, precision of 0.64, 
and area under the curve (AUC) of 0.71. The decision tree 
model had a sensitivity of 0.52, specificity of 0.65, preci-
sion of 0.62, and AUC of 0.61. The random forest model 
had a sensitivity of 0.58, specificity of 0.72, precision of 
0.69, and AUC of 0.71 (21). In general, by summarizing 
the results of the present study and other studies on this 
subject, it seems that machine learning-based methods—
for example, random forest, support vector machine, and 
boosting—outperform other methods. 

 
Conclusion 
In medical literature, hypertension is regarded as one of 

the most important non-communicable and asymptomatic 
diseases in many patients. Due to inactivity and an un-
healthy urban lifestyle, the burden of hypertension is on 
the rise annually. This study identified a series of risk fac-
tors as a serious warning for hypertension. Given the rela-
tively high prevalence of hypertension in the studied pop-
ulation, identifying effective factors can be significantly 
beneficial in controlling hypertension and reducing its 
burden at the national level. The results revealed that ma-
chine learning methods, such as classification tree and ran-
dom forest methods, can detect this disease through its po-
tential indicators (eg, sex, hypertension in a first-degree 
relative, fasting blood sugar, history of cardiac disease, 
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BMI, and energy intake) with higher accuracy than clas-
sical methods. 
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